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INTRODUCTION

Technology is transforming the practice of policing and intelligence. In addition to the proliferation of overt surveillance technologies, such as body cameras and license plate readers, there is a revolution playing out online where domestic law enforcement agencies are using social media to monitor individual targets and build profiles of networks of connected individuals. Social media is fertile
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ground for information collection and analysis. Facebook boasts over two billion active users per month; its subsidiary Instagram has 800 million monthly users; and Twitter weighs in at 330 million monthly active users, including nearly a quarter of all U.S. citizens.1 It is thus no surprise that in a 2016 survey of over 500 domestic law enforcement agencies, three-quarters reported that they use social media to solicit tips on crime, and nearly the same number use it to monitor public sentiment and gather intelligence for investigations.2 Another sixty percent have contacted social media companies to obtain evidence to use in a criminal case.3

While these new capabilities may have value for law enforcement, they also pose novel legal and policy dilemmas.4 On the privacy front, government surveillance was once limited by practical considerations like the time and financial cost associated with monitoring people.5 As surveillance technology grows ever more sophisticated, however, the quantity of data and ease of accessibility grows as well, lowering the bureaucratic barriers to privacy intrusions and creating opportunities for near-frictionless surveillance that the Founders could not have envisioned. And in an era when people use social media sites “to engage in a wide array of protected First Amendment activity on topics ‘as diverse as human thought,’”6 studies indicating that online surveillance produces a chilling effect and thus may suppress protected speech, association, and religious and political activity are of particular concern.7


3. Id. at 5.
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Moreover, much as with other types of surveillance technologies, social media monitoring appears likely to disproportionately affect communities of color. Youth of color are particular targets, with the most high-profile examples arising in the context of gang surveillance, raising concerns that already over-policed communities will bear the brunt of its intrusion. These tools are likely to pose even more difficult questions in an era of live video streaming, a popular tool that police have used to gather information and also manipulated to control users’ access to their friends and contacts.

This essay highlights issues arising from law enforcement’s use of social media for a range of purposes; analyzes the legal framework that governs its use; and proposes basic principles to govern law enforcement’s access to social media in order to ensure transparency and safeguard individuals’ rights to privacy, freedom of expression, and freedom of association.

I. LAW ENFORCEMENT MONITORING OF PUBLICLY AVAILABLE SOCIAL MEDIA

As social media plays an increasingly prominent role in individuals’ social interactions, political involvement, and economic transactions, it becomes an increasingly attractive target for law enforcement scrutiny as well. While tools for social media analysis run the gamut from straightforward to sophisticated, and with companies developing ever more creative ways to mine the data embedded in social media communications, law enforcement surveillance of social media can be...
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divided into three broad categories: (1) following or watching online an identified individual, group of individuals, or affiliation (e.g., an online hashtag); (2) using an informant, a friend of the target, or an undercover account to obtain information; and (3) using analytical software to generate data about individuals, groups, associations, or locations. In addition, law enforcement officers can go directly to the social media platforms themselves to request information, from basic subscriber information to metadata to the content of messages. Each platform has various mechanisms to handle these direct requests and levels of legal process that are required; the more private the data, the more robust the legal protections.10

A. Following Individuals, Groups, or Affiliations

1. Technology and Case Studies

Perhaps the simplest way of learning more about a target or group of individuals online is to follow them on public social media platforms, either individually or by hashtag. On both Twitter and Instagram, for instance, even without an account, it is possible to view any information about a person with a public account via a direct profile link or a search engine.11

It is feasible to find someone in a similar way on Facebook, although Facebook’s privacy settings tend to be somewhat more restrictive than Twitter’s, meaning that viewing an individual’s public profile is likely to yield less information (though still a significant amount).12 Messaging and social media services such as


11. A February 2015 survey about Instagram found that forty-three percent of Instagram users have their accounts set to private, meaning that even someone with an account will be unable to view those users’ photos unless they accept a friend request. See Melchior Schöller, 10 Surprising Instagram Stats, LINKEDIN SLIDESHARE (Mar. 31, 2015), https://www.slideshare.net/melkischoller/10-surprising-instagram-facts. While up-to-date numbers on Twitter are not available, studies suggest that a substantial majority of Twitter postings are public. One study estimated that only about ten to fifteen percent of tweets made in 2009 and 2010 were unavailable because the accounts were private. See Alexis Madrigal, How Twitter Has Changed Over the Years in 12 Charts, THE ATLANTIC (Mar. 30, 2014), https://www.theatlantic.com/technology/archive/2014/03/how-twitter-has-changed-over-the-years-in-12-charts/359869/.
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Snapchat are more restrictive; only individuals with accounts can see most information about others using the service.\(^{13}\) The easy availability of detailed information about individuals’ activities has turned social media into a wellspring of information for law enforcement, efforts that inevitably put greater scrutiny on communities of color and particularly youth of color. The New York City Police Department (NYPD) and New York District Attorney’s office have been particularly heavy users of social media information.\(^{14}\) The NYPD’s Intelligence Division, which includes a team of detectives and officers described as having “knowledge of current technologies and street jargon,” has used social media to monitor and anticipate “large-scale events and criminal activity,” as well as to assist other units with criminal investigations.\(^{15}\) The department’s Juvenile Justice Division focuses on “analyzing social networking by local youth gangs and neighborhood crews,” groups whose members watch each other’s backs but do not have the hierarchy or organizational structure of gangs.\(^{16}\) In addition, a special social networking unit inside the Division maps out territories covered by crews, block by block, to facilitate the monitoring of crew members on Facebook.\(^{17}\) Posts on social net-

---


14. See Office of Community Oriented Policing Servs., U.S. Dep’t Justice and Police Exec. Research Forum, Social Media and Tactical Considerations 13 (2013) [hereinafter COPS] (identifying the Department’s Intelligence Division and Juvenile Justice Division as being at the forefront of social media analysis within the NYPD). The NYPD’s 2012 policy on using social networks for investigative purposes permits officers to access social network sites, and states that “[n]o prior authorization [is] required to review publicly accessible information . . . .” Tim Cushing, NYPD Social Media Monitoring Policy Allows For Use of Aliases, Has Exceptions for Terrorist Activity, TechDirt (Feb. 11, 2015, 4:10 AM), https://www.techdirt.com/articles/20150206/17211929043/nypd-social-media-monitoring-policy-allows-aliases-has-exceptions-terrorist-activity.shtml; see also Handschu v. Police Dep’t of N.Y., 241 F. Supp. 3d 433, 460 (S.D.N.Y. 2017) (“For the purpose of developing intelligence information to detect or prevent terrorism or other unlawful activities, the NYPD is authorized to conduct online search activity and to access online sites and forums on the same terms and conditions as members of the public generally.”). A separate policy governs the general use of social media by members of the service, focusing more on officers’ public-facing use. See, e.g., Shawn Musgrave, NYPD Social Media Policy, MuckRock, https://www.muckrock.com/foi/new-york-city-17/nypd-social-media-policy-11570/# (last visited May 12, 2017).

15. COPS, supra note 14, at 13–14.

16. Id. at 13.

17. Id. at 15. As of 2013, 250 crews had been identified and mapped. Id.; see also JECS Provides Crew Maps by Borough, Juvenile Justice Division 2 (Fall 2013), http://www.nyc.gov/html/nypd/downloads/pdf/community_affairs/jdnewsletter.pdf.
works have also been provided to probation and parole officers, and conditions of parole or probation sometimes include a prohibition on engaging in social networking interactions with other crew members, which could mean a virtual freeze on any online activity for the affected youth, in light of the near impossibility of building an impervious digital wall.\textsuperscript{18}

Like many teenagers, young people who join crews communicate on social media, posting pictures of parties and tagging videos with their crews’ name. Unlike suburban kids, however, their boasts and brags are often watched in real time by law enforcement, starting — by at least one account — when the youth are as young as ten years old.\textsuperscript{19} And because criminal conspiracy laws allow even a picture of friends together at a party to be used as evidence of a criminal act, social media postings can have significant real-world consequences.\textsuperscript{20}

In one well-reported case, a young man named Asheem Henry was arrested based largely on social media postings he put up as a juvenile.\textsuperscript{21} His younger brother Jelani was subsequently arrested after being wrongly identified as a suspect in an attempted murder; at his arraignment, the district attorney used evidence that Jelani, then a teenager, had “liked” posts about his brother’s crew to persuade the judge to deny him bail and send him to Rikers Island.\textsuperscript{22} Jelani served two years at Rikers awaiting trial — including nine months in solitary confinement — until his case was finally dismissed.\textsuperscript{23} In the words of CryptoHarlem security researcher Matt Mitchell, “if you’re black or brown, your social media content comes with a cost — it’s a virtual prison pipeline.”\textsuperscript{24}

\textsuperscript{18} COPS, supra note 14, at 16.


\textsuperscript{20} See Popper, supra note 8. Notably, some scholars agree that online activity can provide a valuable window into real-life feuds and can even provide the spark that turns those feuds into potentially deadly encounters. See Ben Schamisso, How Social Media Can be Used to Stop Gang Violence, NEWSY (Dec. 2, 2016), http://www.newsy.com/videos/social-media-contributes-to-gang-violence-nationwide/#WFbTBQjPZEtwitter. They have advocated for “violence interrupters,” social workers, and other community advocates — not law enforcement — to play a role in watching, interpreting, and defusing online exchanges before they translate into real-life violence. Id.

\textsuperscript{21} Popper, supra note 8.

\textsuperscript{22} Id.

\textsuperscript{23} Id.
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Of course, actions that could draw scrutiny on social media — from hitting a “like” or “favorite” button to commenting on a post or sharing a video — are deeply contextual and can be almost impossible to interpret. A “like,” for instance, could mean that the user approves of the post, or simply that she wants to acknowledge it; an outside observer cannot reasonably infer a concrete meaning from a brief interaction online, and research suggests that automated tools are poor judges of social media as well. There is also no guarantee that the person who appears to have communicated online is actually the person whose name is displayed; it is not uncommon for people to share computers and to accidentally (or intentionally) use another’s account. One individual could even set up an account for another person, whether with malicious purpose or not.

Social media monitoring can also put individuals, groups, and affiliations (for instance, all persons using a particular hashtag) under scrutiny in ways that implicate constitutional rights. The NYPD’s Intelligence Division, for instance, explicitly monitors mass demonstrations and protests. According to Department of Justice materials, the Division obtains information about upcoming protests and monitors events in real-time, including “minute-by-minute information about the size and demeanor of crowds of protestors.” This online activity is usually supplemented by intelligence officers on the ground, and is also fed in real time to the NYPD’s operations center during “any large event.” Fusion centers — multi-stakeholder centers created in the wake of 9/11 to facilitate information-sharing under the auspices of DOJ and DHS — have also flagged alerts on social media about upcoming protests for local police departments, an un-
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dertaking that is a dubious fit with the centers’ original focus on counterterrorism.30

Of course, social media is bound to yield legitimate leads as well. One Kentucky defendant was arrested after posting a Facebook picture of himself siphoning fuel from a patrol car, while a burglar in Washington, D.C., took a picture of himself “wearing the victim’s coat and holding up the victim’s cash,” and posted the picture on the victim’s Facebook page, using the victim’s computer.31 Notably, when 103 people were arrested in New York City in June 2014 for participating in a criminal conspiracy, Facebook was cited over 300 times in the indictment.32 People may also post pictures of themselves holding illegal firearms or drugs, or “‘brag[ ] about committing serious violent crimes.’”33 Once an individual comes under law enforcement scrutiny, social media can offer a wealth of contextual information unconnected to criminal behavior as well: “travel, hobbies, places visited, appointments, circle of friends, family members, relationships, actions,” and more.34

Police departments have also credited social media for enabling them to anticipate repeat offenses, although there is little transparency about how the process works. In 2010 and 2011, for instance, people involved in a spate of violent flash mobs in Philadelphia stole merchandise, knocked over bystanders, and obstructed traffic.35 According to the city’s police chief, the department learned that plans were being posted on social media several days before each flash mob, and officers began reviewing publicly available posts on Facebook, Twitter, and other platforms to learn about “potentially dangerous incidents.”36 Notably, it is not clear how the police decided whom to follow, what they did with information that was not relevant to this


33. COPS, supra note 14, at 12.

34. Id.

35. Id. at 18.

36. Id.
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task, or how long they retained any information they collected, leaving the public to rely on the department’s description of events.\textsuperscript{37} In other circumstances, allegations that social media helped facilitate large-scale violent events have proven false. In the case of the 2011 Vancouver riot after the loss of the Canucks to the Boston Bruins, for instance, social media was used primarily for post-riot investigation and outreach, not to plan the riot.\textsuperscript{38}

2. Constitutional and Policy Considerations

Law enforcement’s use of technological tools to monitor and collect information about American citizens and residents raises First, Fourth, and Fourteenth Amendment issues, as well as important policy questions. This section addresses each of those in turn.

\textsuperscript{37} See Philadelphia Police Dep’t, Directive 6.10 Social Media and Networking 2 (2012), https://www.phillypolice.com/accountability/index.html (stating that “[t]here is no reasonable expectation of privacy when engaging in social networking online. As such, the content of social networking websites may be obtained for use in criminal trials, civil proceedings, and departmental investigations.”). Even more alarmingly, the police department directed downtown Philadelphia businesses to call 911 “if you see a large group of youngsters or others who appear to be moving very quickly or running from or to something” or saw “any large groups gathering.” COPS, supra note 14, at 19–20. Notwithstanding the genuine risk posed by these flash mobs — one of the most recent in Center City Philadelphia allegedly resulted in violent attacks on several bystanders — these policies seem guaranteed to be enforced disproportionately against youth of color, whose gatherings in large groups will inevitably be viewed as more suspicious than equivalent assemblies of white youths or others. See Dan Wing et al., 30 Arrested After Flash Mob Strikes Center City Philadelphia, CBS Philly (Mar. 6, 2017, 1:55 PM), philadelphia.cbslocal.com/2017/03/06/philly-police-more-than-100-kids-participated-in-flash-mob-some-arrested/ (describing flash mob attack at Center City Philadelphia); COPS, supra note 14, at 20 (noting that after a series of mobbing events involving assaults on bystanders, Minneapolis police began to monitor social media to pick up clues in advance; the report does not disclose details about which sites or accounts were monitored or how they were chosen).

\textsuperscript{38} COPS, supra note 14, at 26, 32 (noting that the riots were primarily fueled by high levels of alcohol consumption, not by social media). Social media can be a valuable source of information during a natural disaster or other public safety crisis as well. During 2017’s Hurricane Harvey, for instance, when many phone lines in Houston, Texas, were down or inaccessible and the city’s 911 system was overwhelmed, residents turned to social media to tweet pleas for help to first responders and to the public at large. See Peter Holley, “Water is swallowing us up”: In Houston, Desperate Flood Victims Turn to Social Media for Survival, Wash. Post (Aug. 28, 2017), https://www.washingtonpost.com/news/the-switch/wp/2017/08/28/water-is-swallowing-us-up-in-houston-desperate-flood-victims-turn-to-social-media-for-survival/?utm_term=.f9fdc49e62f2. Many of the victims explicitly tagged the Houston police or other law enforcement agencies, but government officials may have also been monitoring social media channels; one article depicted the Houston police chief responding to a tweet that did not tag or refer to the police department. See Rachel Chason, “Urgent Please Send Help”: Desperate Houston Residents Plead on Social Media for Rescue, Wash. Post (Aug. 28, 2017), https://www.washingtonpost.com/news/morning-mix/wp/2017/08/28/urgent-please-send-help-houston-residents-plead-on-social-media-for-help-sunday-night/?tuid=a_inl&utm_term=.1699be905381.
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a. Fourth, First, and Fourteenth Amendment

The Fourth Amendment guarantees the right of the people to be free from unreasonable searches and seizures. Where the police enter an individual’s home or detain an individual, the Fourth Amendment is implicated as a straightforward matter. In the information age, however, where the state’s action involves the collection of information about an individual, rather than an intrusion into her home or body, the inquiry generally focuses on whether the individual challenging the action had a “reasonable expectation of privacy” in the information collected: that is, whether she expected that a particular behavior would be private, and if so, whether society – as an objective matter – recognizes that expectation as reasonable. When it comes to social media, it is something of an uphill battle to argue that there is an expectation of privacy in information that is shared online; for that to change, courts will need to begin to reconsider the dogma that privacy requires secrecy.

The reasonable expectation of privacy test was articulated in Justice Harlan’s concurrence in the seminal 1967 Supreme Court case U.S. v. Katz. In Katz, the police used a wiretap, for which they did not obtain a warrant, to listen in on conversations that bookie Charles Katz conducted from a public phone booth. The government argued that because the wiretap did not physically invade the phone booth, it was not constitutionally proscribed and did not require a warrant. Rejecting this argument, the Court observed that Mr. Katz intended to preserve his privacy when he closed the doors to the phone booth and placed his call; although observers could still see that he was making a call, “what he sought to exclude when he entered the booth was not the intruding eye – it was the uninvited ear.” In the Court’s words, “[w]herever a man may be, he is entitled to know that he will remain free from unreasonable searches and seizures.” In concurrence, Justice Harlan set out the reasonable expectation of privacy test that has become a touchstone of Fourth Amendment jurisprudence.

39. U.S. Const. amend. IV.
41. Id. at 349–52.
42. Id. at 349–53.
43. Id. at 352.
44. Id. at 359.
45. Id. at 360–61 (Harlan, J., concurring) (“My understanding of the rule that has emerged from prior decisions is that there is a twofold requirement, first that a person have exhibited an
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Since its issuance, *Katz* has served as the starting point in challenges to law enforcement’s collection of information about individuals in ostensibly public areas, whether they be phone booths, public roads, or pedestrian gathering areas. Thus, in *United States v. Knotts*, the Supreme Court held several decades after *Katz* that the police were justified in using a hidden beeper to track a suspect’s car in public without a warrant: because anyone on the roads could see the driver, the Court held, the police could as well.\(^\text{46}\)

When police have gone further, however, eliciting information that is not obviously available to the average member of the viewing public, the courts have drawn a constitutional line. Thus, in *United States v. Karo*, the police not only tracked a suspect to a private house but also confirmed that he was inside the house, courtesy of a beeper they had surreptitiously planted in the can of ether he was transporting.\(^\text{47}\) Because the officers would normally have needed to obtain a probable cause warrant to enter the house and confirm his presence, using a beeper to do the job was outside the bounds of the Fourth Amendment.\(^\text{48}\) Similarly, the Supreme Court held in *Kyllo v. United States* that using a heat sensor that detected the use of marijuana grow lights inside a house – again, a discovery that would have otherwise required an officer to enter the house armed with a warrant issued by a neutral magistrate – had to comply with the mandates of the Fourth Amendment.\(^\text{49}\)

What, then, do these cases tell us about the social media context? Monitoring individuals (or even groups) directly on public social media (that is, without the use of undercover accounts or sophisticated analytical tools) may look analogous to the kind of one-on-one real-world tracking the Court endorsed in *Knotts*, making courts reluctant to halt such monitoring on Fourth Amendment grounds.\(^\text{50}\) Particularly since post-*Katz* Fourth Amendment doctrine rests in large part on concepts of “privacy,” courts are likely to find the notion that

---


\(^{48}\) *Id.* at 715–18.


\(^{50}\) Notably, the *Knotts* Court warned that “dragnet-type law enforcement practices” might implicate the Fourth Amendment – practices that more closely resemble the algorithmic analyses described below. *Knotts*, 460 U.S. at 284.
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materials voluntarily posted on public social media sites cannot be considered “private” to be persuasive, if not dispositive.\(^{51}\)

On the other hand, the two situations are not as analogous as they appear on initial inspection. In *Knotts*, the police officers had to physically tail the vehicle in order to remain within range of the tracking device, requiring a significant commitment of time and personnel and heightening the risk that the officers could be detected by the target.\(^{52}\) By contrast, following targets on social media is nearly undetectable, particularly on platforms (such as Twitter) that do not require police to connect directly with a target in order to monitor them. It is also far less resource-intensive than physically tailing a person, even without using the kind of specialized analytical software described in Section C. As described in that section, a majority of the Supreme Court is embracing the idea that where technological advances enable law enforcement to undertake surveillance of civilians with far greater ease, and with far less expenditure of time and money than in the nation’s early days, constitutional obligations may be triggered. While no court has yet considered the application of this recent approach in the social media context, these factors could shift the analysis when the issue gets litigated.

At the moment, the First and Fourteenth Amendments may have far more to say than the Fourth Amendment about monitoring individuals on social media when the surveillance is based on religious affiliations, associations, political leanings, or other protected categories or activities. Notably, the Supreme Court recently affirmed social media’s First Amendment pedigree, holding that “the most important place[ ] . . . for the exchange of views . . . is cyberspace – the ‘vast democratic forums of the Internet’ in general, and social media in particular.”\(^{53}\) Thus, to “foreclose access to social media altogether” would be to “prevent the user from engaging in the legitimate exercise of First Amendment rights.”\(^{54}\) In a similar vein, the Fourth Circuit has affirmatively held that both “likes” and comments on Facebook con-

\(^{51}\) See, e.g., People v. Harris, 949 N.Y.S.2d 590, 595 (City Crim. Ct. 2012) appeal dismissed, 2013 WL 2097575 (N.Y. App. Term 2013) (“If you post a tweet, just like you scream it out the window, there is no reasonable expectation of privacy.”).

\(^{52}\) *Knotts*, 460 U.S. at 278.


\(^{54}\) Packingham, 137 S. Ct. at 1737.
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Could monitoring social media users in cyberspace thus trigger a viable First Amendment challenge? A circuit court case from 2015 suggests the answer could be yes. But to understand its significance, we first have to rewind nearly five decades.

Some forty-five years ago, in *Laird v. Tatum*, the Supreme Court considered a challenge to a large-scale data-gathering program in the U.S. The Army had established this program in the late 1960s, in response to civil rights protests. The Army collected “information about public activities that were thought to have at least some potential for civil disorder,” reported it back to Army intelligence headquarters, and stored the data in a military data bank. The information came from Army intelligence agents who attended public meetings, as well as from media sources and police departments. By the early 1970s, facing Congressional pushback and stepped-up oversight of the Army’s domestic surveillance programs, the Army reduced its efforts, including purging the records stored in the computer data bank. The Under Secretary of the Army also represented to Senator Sam Ervin that the Army would be collecting information on a more limited category of events, would not be storing the reports in a computer, and would destroy the reports “60 days after publication or 60 days after the end of the disturbance.” This new regimen was intended to prevent the Army from “‘watching’ the lawful activities of civilians.”

The *Laird* majority concluded (over multiple strong dissents) that “the mere existence, without more, of a governmental investigative and data-gathering activity that is alleged to be broader in scope than is reasonably necessary for the accomplishment of a valid governmental purpose” does not unconstitutionally chill the lawful exercise of an individual’s First Amendment rights. The Court characterized the plaintiffs’ challenge to the Army’s program as a “disagree[ment] with the judgments made by the Executive Branch with respect to the type

55. Bland v. Roberts, 730 F.3d 368, 385, 388 (4th Cir. 2013) (holding that both “likes” and comments on Facebook constitute protected First Amendment speech).
57. *Id.* at 2.
58. *Id.* at 6.
59. *Id.*
60. *Id.* at 7.
61. *Id.* at 7–8.
62. *Id.* at 8.
63. *Id.* at 10.
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and amount of information the Army needs” and an objection to “the very existence of the Army’s data-gathering system.” With only “allegations of a subjective chill,” and no showing of a “specific present objective harm or a threat of specific future harm” – no denial of a professional affiliation, no loss of employment, no obligation to request government permission to send certain communications – there was no injury specific and direct enough to give the plaintiffs standing.

Since *Laird v. Tatum* was handed down, it has generally been understood to stand for the proposition that a chilling effect isn’t enough to get standing. But in *Hassan v. City of New York*, the U.S. Court of Appeals for the Third Circuit put an important gloss on *Laird*, holding that when *discriminatory* government surveillance dissuades individuals from exercising their rights, they can challenge the surveillance.

*Hassan* involved the NYPD’s surveillance of Muslim communities in New York and New Jersey after the 9/11 terrorist attacks. The surveillance took a variety of forms, including the use of photography, video, license plate readers, surveillance cameras, and undercover officers; attendance at student group meetings and outings; and the monitoring and surveillance of mosques, bookstores, bars, cafes, and nightclubs. The NYPD division conducting the surveillance produced documents reporting on mosques and the “ethnic composition of the Muslim community” in Newark, N.J.; lists of “businesses owned or frequented by Muslims;” information about flyers advertising tutoring in the Quran; and much more. A group of individuals, organizations, and members of mosques or other associations named in the NYPD reports sued the NYPD after an Associated Press article revealed the existence and breadth of the program.

The plaintiffs argued that the NYPD’s surveillance program intentionally targeted Muslims, using visible indicia of religion (mosques, businesses with prayer mats) as well as “ethnicity as a proxy for faith.” Because of the stigma and the harm to their repu-

---

64. Id. at 13.
65. Id. at 13–14.
66. Id. at 11–12 (listing examples of concrete harms).
68. Id. at 285.
69. Id.
70. Id. at 286–87.
71. Id. at 287, 292.
72. Id. at 286.
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tations that followed the disclosure of the program and revelations that they were being surveilled by law enforcement, all of the plaintiffs suffered injury: the individual plaintiffs curtailed their worship and religious activities, including decreasing their mosque attendance and avoiding discussing their faith in public places, while organizational plaintiffs lost members and potential members, lost opportunities to collaborate with other organizations, and changed their programming to avoid attracting further NYPD attention.\(^{73}\) Some also suffered financial harm, by losing customers or financial support.\(^{74}\)

The Third Circuit swiftly dispatched the city’s arguments that the plaintiffs lacked standing.\(^{75}\) In response to the city’s assertion that the plaintiffs hadn’t suffered a real injury because the city had not “overtly condemned the Muslim religion,” the panel pointed to *Brown v. Board of Education*, observing that the “‘badge of inferiority’ inflicted by unequal treatment itself” is a cognizable harm.\(^{76}\)

The fact that the surveillance affected a “broad class” – perhaps on the order of hundreds or even thousands of other people – did not dilute their injury; because the plaintiffs were “the very targets of the allegedly unconstitutional surveillance,” they were “unquestionably ‘affect[ed] . . . in a personal and individual way.’”\(^{77}\) The court distinguished *Laird* on the grounds that the plaintiffs’ objection here was not to the “mere existence” of non-discriminatory surveillance activity; instead, the NYPD’s surveillance program was carried out in a “discriminatory manner” and caused “direct, ongoing, and immediate harm”: namely, the very real impact on the plaintiffs’ abilities to undertake their religious and other activities.\(^{78}\)

Because “*Laird* doesn’t stand for the proposition that public surveillance is . . . *per se* immune from constitutional attack or subject to a heightened requirement of injury,” those harms were sufficient to confer standing.\(^{79}\) Indeed, a showing that surveillance is racially based, or is undertaken in retaliation for the exercise of First Amendment rights, is itself enough to bestow standing.\(^{80}\)

---

73. Id. at 287–88.
74. Id. at 288.
75. Id. at 289.
76. Id. at 291 (citing *Brown v. Bd. of Educ.*, 347 U.S. 483, 494 (1954)).
77. Id. (quoting *Lujan v. Defenders of Wildlife*, 504 U.S. 555, 560 n.1 (1992)).
78. Id. at 292.
79. Id.
80. Id. (citing *Hall v. Pa. State Police*, 570 F.2d 86 (3d Cir. 1978) (holding that the state could not rely on racially based criteria in photographing “suspicious persons” entering a bank, 2018]
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Because the plaintiffs cleared the standing hurdle, the panel conducted an initial assessment of their claims that the surveillance program had infringed their rights to equal protection under the Fourteenth Amendment and to freedom of religion under the First Amendment, to determine whether they had stated a sufficient claim to survive the city's motion to dismiss.81

On the equal protection claim, the plaintiffs had to allege (and eventually prove) not only that the NYPD surveilled more Muslims than members of any other religious faith, but that their religious affiliation was “a substantial factor” in the differential treatment.82 To meet that standard, the plaintiffs could (1) identify a facially discriminatory policy; (2) identify a policy that was applied to Muslims “with a greater degree of severity than other religious groups;” or (3) identify a “facially neutral policy that the city purposefully designed to impose different burdens on Muslims and that has that detrimental effect (even if it is applied evenhandedly).”83 The plaintiffs argued here that the NYPD’s surveillance program expressly singled out Muslims for “disfavored treatment,” and alleged enough specifics to survive.84

The court rejected the city’s argument that even if the plaintiffs did plausibly allege a facially discriminatory policy, it was irrelevant because the city’s more likely purpose was public safety, not religious discrimination.85 As the court tartly noted, the city “wrongly assume[d] that invidious motive is a necessary element of discriminatory intent. It is not.”86 Discrimination can be intentional without being “motivated by ill will, enmity, or hostility”; critically, if the NYPD surveilled the plaintiffs only because they were Muslim, the fact that they may have been sincerely motivated by a legitimate law enforcement purpose was irrelevant.87 The court observed that this would remain true “even where national security is at stake,” emphasizing:

82. Id.
83. Id. (citations and internal quotation marks omitted).
84. Id. at 295.
85. Id. at 297.
86. Id.
87. Id. at 298 (citations and internal quotation marks omitted).
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“We have learned from experience that it is often where the asserted [governmental] interest appears most compelling that we must be most vigil ant in protecting constitutional rights.”

This analysis informed the court’s (far briefer) analysis of the plaintiffs’ First Amendment claims, which survived as well. As with the Equal Protection Clause claims, the court held, “allegations of overt hostility and prejudice are [not] required to make out claims under the First Amendment.”

How might this play out in the context of social media monitoring? Even Laird has a more sympathetic reading than is often acknowledged. First, while the Court doesn’t explicitly rely on it, the fact that the Army’s program had been significantly constricted by the time the matter was up for decision seemed to be of some consequence to the Court: the Court may have been particularly inclined to tread lightly on the First Amendment issues where the government’s incursion into civilian political matters was in retreat anyway.

Second, the Court in Laird characterized the alleged chilling effect as “aris[ing] merely from the individual’s knowledge that a governmental agency was engaged in certain activities or from the individuals’ concomitant fear that, armed with the fruits of those activities, the agency might in the future take some other and additional action detrimental to that individual.” As Justice Douglas pointed out in dissent, even at the time that was a disingenuous description of the state of affairs:

The present controversy is not a remote, imaginary conflict. Respondents were targets of the Army’s surveillance. First, the surveillance was not casual but massive and comprehensive. Second, the intelligence reports were regularly and widely circulated and were exchanged with reports of the FBI, state and municipal police departments, and the CIA. Third, the Army’s surveillance was not collecting material in public records but staking out teams of agents, infiltrating undercover agents, creating command posts inside meetings, posing as press photographers and news men, posing as TV news men, posing as students, and shadowing public figures. Finally, we know from the hearings conducted by Senator Ervin that the Army has misused or abused its reporting functions.

88. Id. at 306–07.
89. Id. at 309.
90. Id.
92. Id. at 26–27 (Douglas, J., dissenting).
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But even taking the majority’s characterization at face value, the Court acknowledged that where the complainant is objecting to a specific exercise of governmental authority beyond “mere” surveillance, and where she is or will be subject to that governmental power, she may have a constitutional claim.93 The Court cited to Baird v. State Bar of Arizona, in which a lawyer was prevented from joining the bar “solely because of her refusal to answer a question regarding the organizations with which she had been associated in the past.”94 The Supreme Court concluded in Baird that the government “may not inquire about a man’s views or associations solely for the purpose of withholding a right or benefit because of what he believes.”95 Seen through this lens, if an individual’s social media were surveilled on the basis of her associations or political beliefs and she were prosecuted for an unrelated offense as a result, or she were denied a housing or other civil benefit, that exercise of governmental authority would appear to confer constitutional standing.

Hassan and its sister cases sharpen the point even further. Under Hassan, a social media monitoring policy that is wielded against, for instance, Muslims or African-Americans “with a greater degree of severity than other . . . groups” may run afoul of the Fourteenth Amendment – and importantly, that holds true even if the surveillance was not motivated by “ill will, enmity, or hostility.”96 This is not a mere hypothetical; the Department of Homeland Security, for instance, was found to have directly monitored activity by Black Lives Matter protestors on Twitter.97 And as detailed in Section A1, social media surveillance in many cities is likely to be disproportionately targeted at minority youth. Of course, the surveillance still has to inflict a concrete harm to be constitutionally cognizable. But if victims of the surveillance can point to concrete ways that it prevented them from exercising their First Amendment rights – for instance, if they pulled back on political organizing, activism, or communications – then they may have more in common with the potentially successful plaintiffs in Hassan than the disappointed ones in Laird.

93. Id. at 11.
94. Id. (citing Baird v. State Bar of Arizona, 401 U.S. 1 (1971)).
95. Id. at 11–12.
96. Hassan v. City of New York, 804 F.3d 277, 298 (3d Cir. 2015).
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Anderson v. Davila offers useful guidance as well. In Anderson, a former employee of the Virgin Islands Police Department filed an EEOC claim and an employment discrimination lawsuit against his former employer; in response to – and, as Mr. Anderson alleged, in retaliation for – the complaints, the police department began intensively investigating him, including putting him under surveillance. The Third Circuit had little trouble upholding the district court’s injunction against the surveillance, observing that government retaliation in response to exercise of the “right to petition the government for grievances” – a “protected activity under the First Amendment” – is a “specific present harm” that gives rise to a justiciable claim.

Monitoring individuals on social media in retaliation for their First Amendment speech, including protesting government policies, would appear to fall squarely under the umbrella of Anderson.

B. Using an Informant, a Friend of the Target, or an Undercover Account to View Otherwise Private Information

When it comes to information not hosted on a public channel – for instance, a private Twitter account, or a Facebook account with reasonably robust privacy settings – law enforcement officers still have several options for viewing information of interest. Officers or detectives can ask an individual who is virtual friends with the target, including an informant or cooperating witness, to view the target’s posts, pictures, and more, and report back about what he or she has seen. One fugitive, for example, was nabbed after posting comments and pictures on his Facebook page boasting about living the...


99. Id. at 160.

100. In 2012, Consumer Reports estimated that 13 million U.S. Facebook users did not understand or utilize privacy settings on Facebook. (As of January 2017, there were 214 million Facebook users in the United States.) See 13 Million U.S. Facebook Users Don’t Use Privacy Controls, Risk Sharing Updates Beyond Their “Friends”, CONSUMER REPORTS (May 3, 2012), http://www.consumerreports.org/media-room/press-releases/2012/05/my-entry/.
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good life in Cancun. His Facebook friends – who were publicly viewable on his profile – included a former Justice Department official living in the area. The prosecutor pursuing the case, suspecting that he would be able to trust a Justice Department employee, reached out and asked him to dig up the fugitive’s address, leading to the fugitive’s arrest several months later.

Law enforcement officers can also create undercover accounts to connect surreptitiously with unknowing civilians; indeed, several social media monitoring companies have advertised their ability to create undercover accounts in bulk. Whether using a service or on their own, a number of jurisdictions are doing just this. For instance, the Cook County (Chicago) Sheriff’s Office Intelligence Center encouraged sheriff’s office intelligence analysts to set up fake accounts to collect information; presentation slides noted that doing so is prohibited by most of the platforms’ policies, though not by law. California Highway Patrol officers created Twitter accounts that did not identify them as law enforcement in order to monitor planned demonstrations. Craftily, the Boston police department has used undercover accounts to try to smoke out underground music shows.

As with use of social media monitoring tools generally, use of these technologies in the undercover context may disproportionately affect communities of color. An NYPD initiative, for example, allows detectives to send friend requests to juveniles who have committed

103. Id.
104. Id.
105. See, e.g., Geofeedia, e-mail message to Riverside Police Department (Oct. 20, 2015), http://www.aclunc.org/docs/20161011_geofeedia_twitter_instagram_riverside_pd.pdf (noting that “[t]here is no limit on how many fake accounts can be uploaded into the database [to see private users]).
106. George Joseph, How Police Are Watching You on Social Media, CITYLAB (Dec. 14, 2016), https://www.citylab.com/equity/2016/12/how-police-are-watching-on-social-media/508991/, (noting that analysts appeared to be compiling information from social media for “longer term retention, not just for ‘situational awareness’”). Another detective reported using a fictitious Facebook profile to connect with a drug suspect; the suspect “checked in” regularly from various locations, enabling the detective to track and capture him. COPS, supra note 14, at 12.
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The detectives typically befriend the participants—mostly black and Hispanic males—by using a fake avatar of a female teenager. They are not allowed to interact directly with the teenagers, but they do “spend at least two hours daily monitoring the teenagers’ chatter.” Notably, while the program is intended to prevent youth from committing additional crimes, it has not been shown to have any effect on reducing robberies, further heightening concerns about its focus on youth of color.

To take another example, security staff at Minneapolis’s Mall of America, working in coordination with the local city attorney’s office, created undercover accounts on Facebook to build dossiers on activists involved in the Black Lives Matter movement. The dossiers included pictures, timelines showing where to find the activists in various videos from the protest, and “information scraped from their social media accounts.” A number of the activists surveilled were organizers for a large protest at the Mall of America; after the protest, eleven of the participants were charged with criminal misdemeanors.

And in a troubling federal incident, the Drug Enforcement Administration arrested a woman named Sondra Arquiett on drug charges, appropriated pictures of her and her minor children without her knowledge, and used them to create a Facebook profile. A DEA agent then used the profile without her permission to make friend requests in her name to wanted fugitives, essentially using her as the

110. Id.
111. Id.; see also Joseph, supra note 106 (quoting a retired NYPD detective sergeant explaining that “[r]equesting a friendship, as a policeman you have to be careful of that entrapment issue. But if you just put a half-naked picture of [a] woman in there, you’re gonna get in.”).
114. Id.
115. Id.
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cover for his undercover activities.\textsuperscript{116} Ms. Arquiett challenged the DEA’s practice, arguing that the use of her personal data implicated her as a cooperator with the criminal investigation and put her in danger.\textsuperscript{117} The DEA ultimately paid Ms. Arquiett $134,000 to settle her challenge.\textsuperscript{118} While the DOJ pledged to review its tactics after this case came to light, the department has not yet updated its policies on online investigations.\textsuperscript{119}

1. Policy and legal considerations

From a Fourth Amendment perspective, courts have generally permitted law enforcement agents to engage in undercover activities, both in real life and online, without getting a warrant or clearing some other judicial hurdle. This approach dates to the same era as \textit{Laird}; the Supreme Court that constricted the grounds for a viable First Amendment claim also blessed the government’s ability to solicit intimate information from a third party, be it an individual entrusted with the information based on a personal association or a company in a position to receive it because of a transactional relationship.\textsuperscript{120} Emerging interpretations of the Fourth Amendment suggest that could change, though the case law has not yet caught up.

Thus, in \textit{Hoffa v. United States}, union boss Jimmy Hoffa invited someone he believed to be a fellow union member into his hotel room and shared confidences with him.\textsuperscript{121} His confidant, Edward Partin, turned out to be a government informant, who regularly shared details of their conversations with a federal agent and whose testimony at trial was a substantial factor in Hoffa’s conviction for attempted bribery.\textsuperscript{122} Hoffa argued that because Partin failed to disclose his true identity, Hoffa had not truly consented to having him in the hotel suite, and that by listening to Hoffa, Partin conducted an illegal search


\textsuperscript{117} Id.


\textsuperscript{119} Horwitz, supra note 116.

\textsuperscript{120} See generally United States v. Miller, 425 U.S. 435 (1976); Laird v. Tatum, 408 U.S. 1, (1972).

\textsuperscript{121} Hoffa v. United States, 385 U.S. 293, 296 (1966).

\textsuperscript{122} Id.
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in violation of the Fourth Amendment. The Court rejected this view, reasoning:

Partin did not enter the suite by force or by stealth. He was not a surreptitious eavesdropper. Partin was in the suite by invitation, and every conversation which he heard was either directed to him or knowingly carried on in his presence. [Hoffa], in a word, was not relying on the security of the hotel room; he was relying upon his misplaced confidence that Partin would not reveal his wrongdoing.

The Court concluded: “Neither this Court nor any member of it has ever expressed the view that the Fourth Amendment protects a wrongdoer’s misplaced belief that a person to whom he voluntarily confides his wrongdoing will not reveal it.”

Hoffa paved the way for the case that would help crystallize the modern-day third-party doctrine: the 1976 case United States v. Miller. Miller involved the federal government’s use of defective subpoenas to obtain copies of the bank records of one Mitch Miller, who was suspected of running an illegal whiskey distillery. After Miller was indicted for conspiracy to defraud the government, he moved to suppress the records on the grounds that in the absence of a valid warrant, they had been illegally seized. In a cursory opinion, the Supreme Court held – relying on Hoffa – that:

[T]he Fourth Amendment does not prohibit the obtaining of information revealed to a third party and conveyed by him to Government authorities, even if the information is revealed on the assumption that it will be used only for a limited purpose and the confidence placed in the third party will not be betrayed.

While the opinion emphasized that the records were not “confidential communications” but “negotiable instruments,” and that they related to “transactions to which the bank was itself a party” – a fairly limited category of documents – the case has taken on the status of canon and now stands for the proposition that nearly any informa-

123. Id. at 300.
124. Id. at 302.
125. Id. Chief Justice Warren dissented, arguing that an “invasion of basic rights made possible by prevailing upon friendship with the victim is no less proscribed than an invasion accomplished by force.” Id. at 314 (Warren, C.J., dissenting).
127. Id. at 436.
128. Id. at 443 (citing United States v. White, 401 U.S. 745 (1971); Hoffa, 385 U.S. at 293; Lopez v. United States, 373 U.S. 427 (1963)).
129. Id. at 440-41 (emphasis added).
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Information released to a third party, under almost any circumstance, is fair game for the government, in the absence of a statute putting it off limits. 130

Thus, in one of the earliest appellate opinions to consider the police use of an online undercover identity, the Sixth Circuit held in Guest v. Leis (2001) that subscribers to an “online bulletin board system” had no legitimate expectation of privacy because they had voluntarily disclosed the information to the bulletin board’s system operator. 131 A complaint about online obscenity had led police to investigate the bulletin board, the precursor to services like AOL and modern social-networking sites. 132 Using an undercover persona, officers accessed the system to view the allegedly obscene images; armed with that data, they submitted a request for a warrant to collect subscriber information such as names, email addresses, birthdates, and passwords. 133

A class of subscribers challenged the collection of data on the ground that it was a search or seizure under the Fourth Amendment, requiring police to get a warrant first. 134 Citing to Miller for the proposition that “[i]ndividuals generally lose a reasonable expectation of privacy in their information once they reveal it to third parties” 135 – arguably a much broader holding than the Supreme Court actually reached in Miller – the court rejected the subscribers’ claim concluding that no Fourth Amendment violation had occurred. 136

130 In dissent, Justice Brennan quoted approvingly, and at length, from a unanimous decision by the California Supreme Court in a factually similar 1974 case, Burrows v. Superior Court. Burrows v. Superior Court, 529 P.2d 590 (Cal. 1974). Anticipating by many decades the modern-day Supreme Court’s decisions in Jones and Riley, Justice Mosk observed: “For all practical purposes, the disclosure by individuals or business firms of their financial affairs to a bank is not entirely volitional, since it is impossible to participate in the economic life of contemporary society without maintaining a bank account. In the course of such dealings, a depositor reveals many aspects of his personal affairs, opinions, habits and associations. Indeed, the totality of bank records provides a virtual current biography.” Id. at 596 (quoted in Miller, 425 U.S. at 451 (Brennan, J., dissenting)). Justice Mosk added that “judicial interpretations of the reach of the constitutional protection of individual privacy must keep pace with the perils created by . . . new [electronic] devices.” Id. (quoted in Miller, 425 U.S. at 452 (Brennan, J., dissenting)).

131 Guest v. Leis, 255 F.3d 325, 336 (6th Cir. 2001).

132 Id. at 330.

133 Id. at 330, 335.

134 Id. at 330.

135 Id. at 335 (Miller, 425 U.S. at 443).

136 Id. at 336 (citing United States v. Maxwell, 45 M.J. 406 (C.A.A.F. 1996) (holding that computer users do not have legitimate expectation of privacy in subscriber information because they have conveyed it to the system operator); United States v. Kennedy, 81 F. Supp. 2d 1103 (D. Kan. 2000) (rejecting privacy interest in subscriber information communicated to internet service provider)).
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Other courts have reached similar conclusions, holding that where a social media user shares photos and other information with “friends,” even if those friends are actually government informants, they surrender any expectation that the information will be kept confidential.\(^\text{137}\) A New York district court relied on Guest and Katz to hold in 2012 that sending information over the internet or via email “extinguished” the reasonable expectation of privacy that a user would otherwise have in the contents of his or her computer.\(^\text{138}\)

In that case,\(^\text{139}\) U.S. v. Meregildo, the government used an informant who was Facebook “friends” with the target of their investigation to give the government access to his profile, a move that yielded information that ultimately led to the issuance of a search warrant.\(^\text{140}\) The court acknowledged that a user’s decision to activate privacy settings reflects his “intent to preserve information as private,” and that the information shielded by the privacy settings could therefore be protected under the Fourth Amendment.\(^\text{141}\) Nevertheless, the defendant’s “legitimate expectation of privacy ended when he disseminated posts to his ‘friends’ because those friends were free to use the information however they wanted – including sharing it with the Government.”\(^\text{142}\) Because the defendant “surrendered his expectation of privacy,” the government’s use of an informant to access his Facebook profile did not violate the Fourth Amendment.\(^\text{143}\)

Notwithstanding this history, some cracks are starting to appear in the near-consensus around the breadth of the third party doctrine – most notably in U.S. v. Jones, the Supreme Court’s 2012 case on location surveillance.\(^\text{144}\) In Jones, the government attached a GPS tracker to the defendant’s car without a warrant, and used it to track his location with granular accuracy for a month.\(^\text{145}\) While Justice Scalia’s majority opinion for the Court held that the attachment itself violated the


\(^{138}\) Meregildo, 883 F. Supp. 2d at 525.

\(^{139}\) Id.

\(^{140}\) Id.

\(^{141}\) Id. at 526; accord Palmieri v. United States, 72 F. Supp. 3d 191, 210 (D.D.C. 2014) (once Facebook information was voluntarily shared with a “friend,” including a known government agent, the account holder had no reasonable expectation of privacy in the data).

\(^{142}\) Meregildo, 883 F. Supp. 2d at 526.


\(^{144}\) Id. at 403.
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Fourth Amendment by virtue of being a trespass, it was the concurring opinions by Justices Sotomayor and Alito that continue to garner attention. In particular, Justice Sotomayor – responding to Katz and its progeny in the context of surveillance in public – suggested that it might be time to revisit the scope of the third-party doctrine, opining:

More fundamentally, it may be necessary to reconsider the premise that an individual has no reasonable expectation of privacy in information voluntarily disclosed to third parties. This approach is ill suited to the digital age, in which people reveal a great deal of information about themselves to third parties in the course of carrying out mundane tasks . . . . I for one doubt that people would accept without complaint the warrantless disclosure to the Government of a list of every Web site they had visited in the last week or month, or year. But whatever the societal expectations, they can attain constitutionally protected status only if our Fourth Amendment jurisprudence ceases to treat secrecy as a prerequisite for privacy.145

Justice Sotomayor’s admonition may be less salient in the social media arena, where data is often shared not only with a social media provider but with the world, making it hard to distinguish between lack of secrecy and lack of privacy. And she did not explicitly call into question the Court’s informant doctrine, as developed in Hoffa and others. Nevertheless, as one brick falls in the third-party wall, more may follow. Notably, the Supreme Court is currently considering a case, U.S. v. Carpenter, that could reshape the third party doctrine for the digital age.146

Moreover, social media is susceptible to a particular type of deception that is nearly impossible in the real-world context. Partin may have been able to persuade Hoffa that he was a sympathetic fellow union member, to Hoffa’s misfortune, but it would have been impossible to persuade Hoffa that he was, for instance, Hoffa’s own brother; Hoffa would have the contrary evidence in front of him (which would also call into question Partin’s other statements).

On the internet, however, as they say, no one knows you’re a dog. An undercover agent could not only befriend an unwitting target but pretend to be someone who is actually known to the target in real life; if the agent is careful to build an authentic-seeming profile and is con-

---

145. Id. at 417–18 (Sotomayor, J., concurring).
Manipulation of Social Media

fident the real person does not have a competing online profile, he
could entice the target to share information that never would have
been revealed without the intimate relationship the target thought
they shared. And while it is certainly the case that even that intimate
friend could disclose confidences to the government, carrying out the
deception in cyberspace deprives the suspect of an opportunity she
would otherwise have to assess the likelihood that her friend might
betray her.

The notion that the Fourth Amendment must evolve to keep up
with the digital age gained additional force in Riley v. California,
involving the warrantless search of a cellphone incident to arrest, where
Justice Roberts wrote for a unanimous Court:

The United States asserts that a search of all data stored on a cell
phone is “materially indistinguishable” from searches of these sorts
of physical items. That is like saying a ride on horseback is materi-
ally indistinguishable from a flight to the moon. Both are ways of
getting from point A to point B, but little else justifies lumping them
together. Modern cell phones, as a category, implicate privacy con-
cerns far beyond those implicated by the search of a cigarette pack,
a wallet, or a purse. A conclusion that inspecting the contents of an
arrestee’s pockets works no substantial additional intrusion on pri-
vacy beyond the arrest itself may make sense as applied to physical
items, but any extension of that reasoning to digital data has to rest
on its own bottom.147

Finally, on the First and Fourteenth Amendment side, the con-
cerns detailed above apply with equal force when it comes to law en-
forcement using undercover accounts or other surreptitious
monitoring techniques to target marginalized groups or inhibit the ex-
ercise of protected activity. As one appeals court has recognized, “the
constitutionally protected right, [the] freedom to associate freely and
anonymously, will be chilled” by disclosure of a protected association,
regardless of whether the information is obtained from an informant
or online friend.148

In short, while the Fourth Amendment in its current iteration of-
fers police a significant degree of latitude to operate undercover, law
enforcement is not entirely free to misbehave online.
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2. Law Enforcement and Company Policies

Notably, constitutional challenges are not the only mechanism for accountability; restrictions on undercover activity and the use of informants online may be more likely to come from some combination of agency policies and internal oversight mechanisms. In 2012, for instance, the NYPD released a set of guidelines governing the use of social networks for investigative purposes, including engaging in undercover operations online.\(^{149}\) The policy requires supervisory approval for use of an online alias; where terrorist activity is suspected, the Intelligence Division is notified as well,\(^ {150}\) and where political activity is involved, the Intelligence Division must be involved and the Deputy Commissioner of Intelligence authorize the monitoring.\(^ {151}\)

Of course, policies are only as good as their enforcement. The NYPD’s independent Inspector General (IG) found in 2016 that the department’s Intelligence Bureau had repeatedly violated its own rules on investigations of political activity.\(^ {152}\) In half the cases the IG sampled, the NYPD had failed to provide a justification for continuing the cases; a quarter of the intelligence investigations continued for at least a month after their authorization had expired; and no case file properly explained why an undercover officer or informant was necessary, often simply transposing identical boilerplate language from one application to another.\(^ {153}\) In addition, this intrusive authority was deployed disproportionately against Muslims: more than 95% of the persons under investigation were “associated with Muslims and/or engaged in political activity that those individuals associated with Islam.”\(^ {154}\) Strong internal guidelines must be matched by a robust departmental culture of compliance to be effective.


\(^{151}\) Id. at 4. See generally Handschu v. Police Dep’t of New York, 241 F. Supp. 3d 433, 460 (S.D.N.Y. 2017) (setting out circumstances in which “undercover operations” are permitted).


\(^{153}\) Parascandola & Smith, supra note 152.

\(^{154}\) Id.
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In the federal law enforcement realm, current DOJ policies on online undercover investigations allow agents to assume someone else’s identity and communicate through it with that person’s consent, as long as the communication would be otherwise authorized under relevant FBI rules. Using a person’s online identity without consent, by contrast, is supposed to be done “infrequently and only in serious criminal cases.” These restrictions are somewhat porous: while a set of 2002 DOJ guidelines require a special agent in charge to approve “undercover operations” in advance, the agent may engage in a fairly extensive set of communications with the target before the interaction is treated as an undercover operation, allowing the agent to communicate undercover without approval or significant oversight for some time.

Finally, companies’ terms of service can be relevant too. When the Sondra Arquett case became public, Facebook sent a strongly worded letter to the DEA, noting that impersonating another user online is a violation of its terms of service (though in practice, users appear to be able to choose a wide variety of names). The company...


156. US DEPARTMENT OF JUSTICE, _Attorney General’s Guidelines for FBI Undercover Operations_ 1 (2002), http://www.justice.gov/sites/default/files/ag/legacy/2013/09/24/undercover-fbi-operations.pdf. The guidelines explain that the approval process is not necessarily triggered by the first online communication, because there must be a series of activities over a period of time to rise to the level of an undercover operation, including at least “three substantive contacts” by the agent with the individual being investigated. A series of messages sent through social media could constitute just one discrete contact, “much like a series of verbal exchanges can comprise a single conversation”; higher-level approval therefore may not be required until the subject and the agent have communicated fairly extensively. See also ONLINE INVESTIGATIONS WORKING GROUP, _ONLINE INVESTIGATIVE PRINCIPLES FOR FEDERAL LAW ENFORCEMENT AGENCY_ 33 (Nov. 1999), https://info.publicintelligence.net/DoJ-OnlineInvestigations.pdf (interagency principles on online undercover operations, indicating that agents can use a fake name online in circumstances where they could do the same thing in “the physical world”). Notably, FBI agents can also establish fake websites to interact with the public, though there are no published reports of the agency having set up fake social media platforms. See id. at 42.

157. Letter from Joe Sullivan to Drug Enforcement Administration Administrator Michele Leonhart, FACEBOOK INC. (Oct. 17, 2014), https://www.documentcloud.org/documents/1336541-facebook-letter-to-dea.html; see also Statement of Rights and Responsibilities, FACEBOOK INC. (May 12, 2017), https://www.facebook.com/legal/terms; What Names are Allowed on Facebook?, FACEBOOK INC. (May 12, 2017), https://www.facebook.com/help/112146705538576/helpref=faq_content (noting that a user’s Facebook name should be “the name your friends call you every day” and should match the name on his or her form of identification). In response to criticism over its “real name policy,” Facebook loosened its requirements somewhat, permitting users to provide more information if they choose a different name under special circumstances (for instance, transgender people, Native Americans, and survivors of domestic violence). See Alex Hern, _Facebook Relaxes “Real Name” Policy in Face of Protest_, THE GUARDIAN (Nov. 2, 2015), https://www.theguardian.com/technology/2015/nov/02/facebook-real-name-policy-protest.
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emphasized that law enforcement authorities are obligated to comply with these policies as well – though the Cook County Sheriff’s Office presentation described above suggests that at least some law enforcement agencies consider adherence to corporate policies to be optional.¹⁵⁸

C. Utilizing Analytical Software to Analyze Individuals’ Locations, Associations, Political Affiliations, and More

The methods described above – while often invasive and potentially constitutionally problematic – largely do not require special expertise or tools. Little more is needed beyond a computer, an Internet connection, and perhaps a social media account. Far more sophisticated tools have been available through a suite of data analysis companies that offer the capability to automatically monitor online activity, conduct social network analysis, organize users by location, run keyword searches on social media postings, and more – most often on Twitter, but on Facebook and other social media platforms as well.¹⁵⁹

It is worth noting that – as described in more detail below – the major social media platforms severely curtailed access by these services to their data for law enforcement and surveillance purposes in the fall of 2016, causing several of the data analytics companies to reduce in size or shutter entirely.¹⁶⁰ While law enforcement agencies are undoubtedly still using social media for surveillance, it appears that one of the routes to engage in large-scale monitoring and network

¹⁵⁸. While there is a growing consensus that terms of service violations are over-used and abused to target average computer users under the Computer Fraud and Abuse Act (CFAA), platforms can use their terms of service to police the police without resort to the coercive tools in the CFAA. See, e.g., Tim Wu, Fixing the Worst Law in Technology, NEW YORKER (Mar. 18, 2013), http://www.newyorker.com/news/news-desk/fixing-the-worst-law-in-technology.

¹⁵⁹. See, e.g., Victor Li, Software Helps Assemble Social Media Posts From a Specific Event or Point in Time, ABA J. (Feb. 1, 2017), http://www.abajournal.com/magazine/article/trial_drone_social_media_data (describing program that uses geolocation technology and data mining to “re-create an event by identifying everyone who posts publicly to social media at a given time and location”). This type of social media monitoring is turning into big business; a recent study by the Brennan Center for Justice, where I am an attorney, showed that police departments, cities, and counties across the country had spent close to $6 million on social media monitoring software, with the big spenders laying out hundreds of thousands of dollars each. See also Map: Social Media Monitoring by Police Departments, Cities, and Counties, BRENNAN CTR. FOR JUST. (Apr. 5, 2017), https://www.brennancenter.org/analysis/map-social-media-monitoring-police-departments-cities-and-counties. This sum does not take into account the amounts spent by departments to do social media monitoring on their own or to buy a service other than the ones identified in the study; the overall figures are thus likely far larger.

¹⁶⁰. See infra note 179.
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analysis has been narrowed.\textsuperscript{161} Regardless of recent developments, however, sophisticated data analysis of social media by law enforcement agencies is unlikely to be gone for good; one recent report, for instance, suggests that law enforcement agencies may still be able to purchase analytical products based on social media data even if they cannot access the data itself.\textsuperscript{162}

Some companies also offer geo-tagging or geo-fencing, allowing law enforcement to monitor every post coming from a designated location in close to real-time, or to monitor all such tweets that mention a particular word for which an alert has been set.\textsuperscript{163} Along with providing critical information for agencies responding to emergencies, this function could allow for easier monitoring of protests and other public events. The Toronto Police Service, for instance, used a monitoring service to track public sentiment during “large events and mass demonstrations” via publicly available information on Facebook and Twitter, including keywords and hashtags.\textsuperscript{164} Instagram also collects a substantial amount of location information and makes it available to third parties; while developers can no longer market it for surveillance purposes, it is still likely to be available to the savvy law enforcement officer who is tracking an individual or group on his or her own.\textsuperscript{165}

When a user accesses these apps on a cellphone without disabling the phone’s location services function, the app may draw precise loca-


\textsuperscript{164} \textsc{COPS, supra} note 14, at 8.
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tion information from the phone as well. 166 Notably, this is likely to disproportionately affect poor consumers, who are far more likely to use their phones rather than a computer or other device to go online. 167

Finally, social media data can be incorporated into predictive policing programs, an algorithmic approach that purports to predict where crimes are going to happen or who is going to be a perpetrator or victim of a crime. 168 Hitachi, for instance, advertises a “predictive crime analytics” tool that combines social media information with other data, including license plate readers, gunshots sensors, historical crime data, weather, and more. 169 Another company (formerly called Intrado, now West) offers a software product called “Beware” that uses content from social media posts, along with a host of other data, to produce “threat scores” for individuals, a process that is opaque and highly susceptible to errors. 170

166. When consumers access social media apps on mobile devices, the products collect location information via GPS, Bluetooth, Wifi, nearby cell towers, and even the device’s gyroscope or accelerometer. It appears that the monitoring tools cannot extract this information if the user disables the location services function on his or her phone (at least with an iPhone), but they may still be able to derive it from other clues, including the content in the social media postings. See, e.g., Data Policy, FACEBOOK INC. (May 12, 2017), https://facebook.com/policy.php (indicating that Facebook collects information about the locations of photos that are posted, and collects specific geographic location of devices using the app through GPS, Bluetooth, or WiFi signals); see also Twitter Privacy Policy, TWITTER INC. (May 12, 2017), https://twitter.com/privacy?lang=en (indicating that Twitter collects locations that are posted in profiles, Tweets or hashtags, and collects device location information in the same way as Facebook); Privacy Policy, INSTAGRAM, Inc. (May 12, 2017), https://www.instagram.com/about/legal/privacy/ (indicating that Instagram collects geographical metadata via location tags or location data obtained through signals when the user has enabled location access); Privacy Policy, SNAP INC. (April, 2017), https://www.snap.com/en-US/privacy/privacy-policy/ (noting that when location services are enabled by the user, Snapchat may collect precise location information using methods that include GPS, wireless networks, cell towers, Wi-Fi access and other sensors, including gyroscopes, accelerometers, and compasses; in addition, the policy notes without further elaboration that “when you use our services we may collect information about your location”); About Privacy and Location Services in iOS 8 and Later, APPLE INC. (Sept. 15, 2016), https://support.apple.com/en-us/HT203033 (“When Location Services are off, apps can’t use your location in the foreground or background.”).

167. Mary Madden et al., Privacy, Poverty and Big Data: A Matrix of Vulnerabilities for Poor Americans, 95 WASH. U. L. REV. 53, 70 (2017) (“sixty-three percent of smartphones internet users who live in households earning less than $20,000 per year say they mostly go online using their cell phone, compared with just twenty-one percent of those in households earning $100,000 or more per year.”).
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Predictive policing itself has been the subject of sustained criticism on the grounds that it is opaque, disproportionately affects communities of color, replicates patterns of discriminatory policing, and is of debatable efficacy. Adding social media postings to predictive tools is likely to exacerbate the issue; social media is highly contextual, with likes, retweets, and even content notoriously difficult to interpret.\footnote{See, e.g., Twitter Joke to “Destroy America” Reportedly Gets U.K. Tourist Barred from US, FOX NEWS (Jan. 30, 2012), http://www.foxnews.com/travel/2012/01/30/twitter-joke-to-destroy-america-gets-tourists-barred-from-us.html (British travelers barred from entering United States after joking about on Twitter “destroying America”—British slang for partying). For a comprehensive critique of automated social media analysis tools, see Mixed Messages: The Limits of Automated Social Media Content Analysis, CTR. FOR DEMOCRACY & TECHN. (Nov. 28, 2017), https://cdt.org/insight/mixed-messages-the-limits-of-automated-social-media-content-analysis/} Even where perpetrators of major crimes have made elliptical online references to their intentions before the fact, it is not obvious how they could be accurately picked out of the sea of words in cyberspace, a dilemma that has been grudgingly acknowledged in the counterterrorism context as well.\footnote{See, e.g., Angela Moon, Oregon Shooting “Threat” May Have Circulated on Social Media, REUTERS (Oct. 2, 2015), http://www.reuters.com/article/us-usa-shooting-oregon-threats-idUSKCN0RV5W720151002; Initiative: Social Media Behavior & Real-World Consequences, CRIMES COMMISSION OF NEW YORK CITY (May 12, 2017), http://www.nycrimecommission.org/social-media-use-preceding-real-world-violence.php; RACHEL LEVINSON-WALDMAN, BRENNAN CTR. FOR JUSTICE, WHAT THE GOV’T DOES WITH AMERICANS’ DATA 16 (2013), https://www.brennancenter.org/sites/default/files/publications/What%20Gov’t%20Does%20With%20Data%2020100813.pdf (quoting multiple officials’ observations that one of the main obstacles to picking out critical national security information has been the overabundance of data); see also Faiza Patel & Rachel Levinson-Waldman, Monitoring Kids’ Social Media Accounts Won’t Prevent the Next School Shooting, WASH. POST (Mar. 5, 2018), https://www.washingtonpost.com/news/posteverything/wp/2018/03/05/monitoring-kids-social-media-accounts-wont-prevent-the-next-school-shooting/?utm_term=.92bd7e2e2d4 (detailing the scant hard evidence on social media of intent to commit a school shooting before the fact).}

In recent years, reports of misuse of these monitoring and analytical tools have made headlines. In the spring of 2016, the Civil Rights Director of the Oregon Department of Justice filed a complaint asserting that a colleague at the department had used a social media monitoring tool, Digital Stakeout, to search for Twitter users referencing the #BlackLivesMatter hashtag.\footnote{See Nigel Jaquiss, Oregon Department of Justice Civil Rights Chief Intends to Sue His Agency Over Black Lives Matter Surveillance, WILLAMETTE WEEK (Apr. 15, 2016), http://www.wweek.com/news/2016/04/15/oregon-department-of-justice-civil-rights-chief-intends-to-sue-his-agency-over-black-lives-matter-surveillance/} Because he had used the hashtag, the director’s Twitter account was flagged, and he was...
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deed a “threat to public safety.” The Oregon Attorney General subsequently fired the investigator involved and demoted another official.

That fall, the ACLU of Northern California revealed through public records requests that several online data analysis companies had marketed themselves to law enforcement agencies by touting their ability to track and follow lawful protestors, including at events in response to the killing of Michael Brown, gatherings using the hashtag #BlackLivesMatter, and more. These capabilities were not merely an intriguing hypothetical: the Baltimore police used Geofeedia to monitor protests in the city after the death of Freddie Gray, and even identified and arrested protestors with outstanding warrants by running their pictures though a facial recognition system. The City of Boston tested out a similar program at a large-scale music festival shortly after the 2013 Boston Marathon bombing; the program, which used facial recognition tools to monitor attendees, allowed “city representatives, Boston Police, and IBM support staff [to] watch in real time, all while simultaneously monitoring social media key words related to the event.”

Partially in response to the ACLU’s disclosures and the resulting media coverage, several social media platforms took steps to limit the availability of their data to companies that were mining it for sale to law enforcement agencies. Shortly after the ACLU of Northern California disclosed its findings, Twitter and Facebook cut off access by several of the most high-profile companies to the platforms’ streaming API, or application programming interface, which had allowed the
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companies to query social media data in real time.\(^{179}\) In early 2017, Facebook and Instagram issued a statement “clarifying” that their policy does not permit developers to use their data for surveillance; public records requests regarding Department of Homeland Security access to social media for visa vetting purposes suggest that Facebook has stringently implemented those restrictions.\(^{180}\)

1. Legal considerations

While courts have not yet ruled whether these kinds of algorithmic programs violate the constitutional rights of those being surveilled, aspects of these tools raise both First Amendment and Fourth Amendment issues. In the Fourth Amendment arena, recall \(U.S. v. Knotts\). While the Supreme Court declared in \(Knotts\) that a police officer might observe someone walk or drive down a public street without getting a warrant, the Court also reasoned that “drag-net-type law enforcement practices” might raise more acute constitutional concerns.\(^{181}\) Indeed, even in \(U.S. v. Katz\), the Court observed that the Fourth Amendment “protects people, not places,” and added

---
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that what a person “seeks to preserve as private, even in an area accessible to the public, may be constitutionally protected.”\(^{182}\) Taken together, these and a set of more recent cases stand for the proposition that the accumulation and retention of a large quantity of personal information implicates Fourth Amendment rights – even if that information is technically available to the public.

Take, for example, *U.S. v. Jones*, in which a police officer attached a GPS tracker to a car without a warrant and used it to collect highly detailed information about the driver’s location over the course of a month.\(^{183}\) When the evidence came out in the course of a criminal case against him, he asked the court to throw it out, arguing that its warrantless collection violated his Fourth Amendment rights.\(^{184}\) While Justice Scalia’s 2012 majority opinion relied on the fact that the simple act of attaching the device without a warrant violated the Fourth Amendment’s prohibition on trespass, five justices writing separately indicated that the device’s collection of a large quantity of sensitive data, at extraordinarily low cost, gave them pause as well.\(^{185}\) Justice Sotomayor emphasized that GPS monitoring “generates a precise, comprehensive record of a person’s public movements that reflects a wealth of detail about her familial, political, professional, religious, and sexual associations,”\(^{186}\) a capability that Justice Alito described as at odds with “society’s expectation . . . that law enforcement agents and others would not – and . . . simply could not – secretly monitor and catalogue every single movement of an individual’s car for a very long period.”\(^{187}\) It is not hard to imagine that the analysis of a wealth of online data, used to extract information that would not otherwise be visible to the average observer, would raise similar concerns.

Similarly, the Court recently ruled that law enforcement generally must get a warrant before viewing their contents of modern-day cell phones, highlighting the ways in which the quantity and diversity

\(^{184}\) Id. at 404.
\(^{185}\) Id. at 416.
\(^{186}\) Id. at 415–16 (Sotomayor, J., concurring) (adding that “because GPS monitoring is cheap in comparison to conventional surveillance techniques and, by design, proceeds surreptitiously, it evades the ordinary checks that constrain abusive law enforcement practices”).
\(^{187}\) Id. at 430 (Alito, J., concurring) (opining that “the use of longer term GPS monitoring in investigations of most offenses impinges on expectations of privacy”).
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of information they hold could enable an observer to extrapolate any number of details about the user’s life:

Even the most basic phones that sell for less than $20 might hold photographs, picture messages, text messages, Internet browsing history, a calendar, a thousand-entry phone book, and so on . . . . The sum of an individual’s private life can be reconstructed through a thousand photographs labeled with dates, locations, and descriptions; the same cannot be said of a photograph or two of loved ones tucked into a wallet.188

The Court’s sensitivity to the constitutional significance of an accumulation of data, even where discrete pieces may individually be public, suggests that the justices may also be attentive to the transformation of publicly available information such as social media posts into much more detailed insights about location, associations, and more.189

Finally, many of the First Amendment issues raised above come into play here as well and are even magnified. Katherine Strandburg, who has written extensively about the First Amendment implications of using data analysis techniques on social networks, has emphasized that this type of data mining, used to infer who is connected and how (rather than to elicit the content of their communications), “poses a serious threat to liberty because of its potential to chill unpopular, yet legitimate, association.”190 She thus suggests that the First Amendment right to freedom of association must offer “an additional check, distinct from the Fourth Amendment’s protections from unreasonable search and seizure,” on surveillance of associations.191

189. See Katherine J. Strandburg, Freedom of Association in a Networked World, 49 B.C. L. Rev. 741, 800 (2008) (noting, in the context of Kyllo v. United States, that “[i]n the case of relational surveillance of traffic data, network analysis produces knowledge which, like the thermal image in Kyllo, is embedded in the data, yet not available without applying the technology. The Court in Kyllo specifically rejected the proposition that an investigating tool that was a means of processing data rather than collecting it could not constitute a search.”).
190. Id. at 794.
191. Id. at 748–49. Strandburg goes on to recommend that any program of “relational surveillance” would need to meet a strict scrutiny standard, meaning that it must “serve a legitimate and compelling government interest and its methodology must be sufficiently accurate and narrowly tailored to that interest in light of the extent to which it is likely to expose protected expressive and intimate associations.” Id. at 748–49. The focus of the inquiry would be on the likelihood that even a single occasion of the surveillance would “disclose membership in expressive associations,” as well as on its “susceptibility to misuse as a means to target unpopular organizations or political opponents” – dangers that are omnipresent in the context of social media surveillance. Id. at 802–03.
CONCLUSION AND RECOMMENDATIONS

Social media has helped spark protests and even revolutions across the globe, from protests in Ferguson, MO, after the shooting of Michael Brown, to Women’s Marches across the globe after President Trump’s inauguration, to uprisings in Egypt to Turkey.\footnote{192} It has become an extraordinary organizing tool that has allowed movements to take shape and change the national and international landscape at unprecedented speed.\footnote{193} Indeed, it is an irreplaceable forum for communication of all kinds – personal, political, artistic, and more.\footnote{194}

In light of this wealth of information, it is no surprise that law enforcement agencies and other government entities have found Facebook, Twitter, Instagram, and other social media sites to be rich sources of data to mine for a variety of purposes. To be sure, much of the information on social media is public by design – it is precisely that public nature that makes it so valuable. But its public nature does not render it either constitutionally defenseless or undeserving of protection through policy.

This Essay has suggested some ways that the First, Fourth, and Fourteenth Amendments could be brought to bear to constrain unfettered law enforcement access to social media. In the meantime, some policy prescriptions would help relieve the pressure while the courts are working through these challenges.

(1) Publicly Available Policies and Practices. A 2016 study by the Brennan Center revealed that of the 150+ police departments that...
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used social media monitoring software, only eighteen had publicly available policies detailing how social media is used for investigative or intelligence purposes. All law enforcement agencies engaging in social media monitoring – whether through third-party analytic tools or more focused efforts – should have a publicly available policy describing their use of social media. The policy should detail (1) who is authorized to access social media, (2) how the information obtained may be used, (3) how long it is stored, (4) with whom it may be shared, (5) the protections in place to protect privacy, speech, and association, and (6) what training is provided to officers or detectives who access social media as part of their law enforcement work. It should also set out mechanism and schedule to conduct publicly available audits of the department’s use of social media.

(2) Safeguarding of Constitutional Values. The policy should specify that law enforcement agents may not target people on the basis of impermissible factors, including First Amendment-protected speech and membership in a protected category, such as race, religion, or ethnicity. The provisions of the Handschu Agreement, the product of a lawsuit against the NYPD for engaging in discriminatory surveillance, may be helpful in this regard.\textsuperscript{195} The Handschu agreement states, among other things, that investigations should “not be based solely on activities protected by the First Amendment” and “[should] not intrude upon rights of expression or association in a manner that discriminates on the basis of race, religion or ethnicity.”

(3) Use of Undercover Accounts or Personas on Social Media. Law enforcement should use undercover online personas with extreme caution. As in the real world, an officer should engage in undercover interactions only during a predicated investigation, only where no less intrusive means are available, and only where the information sought could not be obtained through other methods. This condition could be given teeth by requiring the officer to demonstrate these facts to

\begin{footnotesize}
\end{footnotesize}
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the prosecutor’s office in his or her jurisdiction and to obtain an opinion approving their use or confirming that the information sought will contribute materially to prosecuting the case. Online undercover work must also be closely monitored to safeguard the safety and privacy of third parties who might unsuspectingly interact with the undercover officer.

The Handschu agreement may be useful in this context as well. The agreement specifies that requests to use undercovers or confidential informants must “be in writing and must include a description of the facts on which the investigation is based and the role of the undercover,” with time limits on how long an undercover or informant may be used.196 The agreement also prohibits undercover officers from “engaging in any conduct the sole purpose of which is to disrupt the lawful exercise of political activity, from instigating unlawful acts or engaging in unlawful or unauthorized investigative activities.”197

(4) Prohibitions on Monitoring Juveniles. Finally, in light of rules preventing law enforcement officers from interviewing minors without notifying their parents, officers should be prohibited from connecting with juveniles online, whether undercover or not.

These policies would go a significant way towards establishing practical, workable guardrails around access for law enforcement purposes while ensuring that social media continues to play a rich, catalyzing role in modern-day communications and organizing.

197. § VII(3)(a)(iii).