Good afternoon Chairman Richards and members of the Committee on Public Safety. My name is Genevieve Fried and I am a Technology Fellow at the AI Now Institute, an interdisciplinary research institute at New York University that focuses on the social implications of artificial intelligence. The AI Now Institute respectfully submits the following testimony on Int. 0487, the Public Oversight of Surveillance Technology Act (POST Act).

During the 2017 Public Safety Committee hearing on this bill, the NYPD suggested that compliance with the POST Act requirements could allow adversaries to game and subvert NYPD’s surveillance technology, putting New Yorkers’ public safety at risk.1 As a Computer Scientist by training with a background in the development and deployment of the machine learning and data-driven systems that drive surveillance technology, I submit the following testimony today with two goals: (1) to assure the Committee that the NYPD’s claims are unfounded because the public disclosure requirements in the POST Act do not present a risk to public safety, and (2) that the POST Act is a necessary policy intervention because it provides a meaningful increase in transparency that will promote democratic oversight and will build trust between the NYPD and the communities it serves.

The POST Act Public Disclosure Requirements Do Not Present a Risk to Public Safety

Concerns that the POST Act poses a risk to public safety are unwarranted. The POST Act requires a relatively modest level of public disclosure, namely: “a description and capabilities of a surveillance technology,” “rules, processes and guidelines issued by the department regulating access to or use of such surveillance technology,” and “policies and/or practices relating to the retention, access, and use of data.” This information provides valuable insight to the public, but is not sufficiently detailed for someone to game the system and threaten public safety.

To game a surveillance system, one would need to know far more granular details about it. At a minimum, one would need to know the specific data and datasets it uses as inputs, the systems or algorithms used to parse that data, the outputs presented by those algorithms, the strategies by which the surveillance systems are deployed, and how those strategies are implemented in practice. This type of
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Disclosure would almost certainly include schematics, design documents, and often direct access to source code and the algorithms at issue. Moreover, given that many policing technologies are not actually applied in ways that are expected or desired, even knowing the strategies behind surveillance technology does not necessarily allow for gaming of that technology as operationalized by a specific agency. One would also need to know how the surveillance tool interacts with other tools that are being used and how the NYPD uses surveillance tools in connection with specific investigations or types of investigations. The POST Act does not require any of this information to be disclosed.

Far from revealing the precise manner in which someone might evade or defeat the surveillance tool, the POST Act only admits that a system is in use, which bodies have access to this system, and whether there are policies or practices in place to regulate the retention, access, and use of data. We know that this type of public disclosure does not impede the efficacy of a given surveillance tool. For example, wiretaps remain a powerful investigative tool despite widespread public knowledge of their existence and the rules governing their use.

In addition, since the NYPD’s statement on risk to public safety in 2017, numerous other municipalities across the country have adopted ordinances mandating the publication of far more information on surveillance technology as well as civilian oversight of police surveillance. Seattle, Berkeley, and Davis have all barred municipal police from deploying new surveillance technology without approval from the city council. San Francisco adopted these measures while also banning the use of facial recognition by police altogether. Though public safety concerns were raised during the deliberations of these ordinances, each measure passed unanimously or near-unanimously and now provide the public with far more information than the POST Act requires.
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Litigation and advocacy in other jurisdictions has also required local law enforcement to publicly release more detailed information about surveillance technologies than required by the POST Act. For example, earlier this month the City of New Orleans was ordered to comply with a public records request regarding the locations of the City’s surveillance cameras.\(^9\)

To date, there has been no evidence that the public disclosure required by municipal ordinances or litigation has resulted in any public safety threats.

*The POST ACT Promotes Democratic Oversight and Public Trust*

The stakes of municipal surveillance technology are incredibly high.\(^10\) An important aspect of this technology is its wide scope: many people, even those who are not and never will be under investigation, can be tracked and affected by these systems. There is no functional way to opt-out. For instance, New Yorkers who do not want to be tracked by one of the at least 20,000 cameras around New York City that connect to the NYPD’s Domain Awareness System\(^11\) would have to avoid going into the city. In some cases, this inability to opt-out poses additional risks to an individual or community’s safety and sense of belonging. For instance, the surveillance technology commonly known as Stingrays mimic cell site towers to allow the NYPD to identify a person’s cell phone location. This interferes with the ability for all cellphones in the vicinity to connect with actual cell site towers, which means that when a Stingray is deployed, individuals in its range will not be able to make or receive calls, including calls to emergency services. Even if such disruption is temporary, it can have serious consequences.

Communities of color and low-income New Yorkers are the most vulnerable to this type of pervasive surveillance. A history of racialized policing practices in New York City raises concerns that surveillance technology will disproportionately burden the urban poor and minorities. NYPD’s in-house predictive policing system raises this concern.\(^12\) The algorithms underlying predictive policing systems learn patterns based on historical crime data. Yet as researchers and advocates have demonstrated, this data reflects not the prevalence of crime but rather policing practices and policies.\(^13\) This is particularly true in
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New York, where millions of stop-and-frisk encounters—a practice ruled unconstitutional in 2013—constitute the data of crime-forecasting systems.14

Given the stakes of police surveillance technology, there is significant value in the public having knowledge about what systems may be affecting their lives and whether the NYPD has rights-preserving safeguards in place. Yet there currently exists a dearth of information—let alone ways of accessing information—about what surveillance technology the NYPD uses. Most of what we currently know about the surveillance technologies NYPD employs is based on documentation released following costly FOIL litigation, investigative journalism, and inquiries by the criminal defense community and researchers. These efforts have shown that surveillance technologies are pervasive in New York City and that they have unfettered reach, tracking and implicating even those who are not, and may never be, under investigation.

For example, public records request revealed that the NYPD gang database under the de Blasio administration is massively expanding under vague and sweeping criteria that dictate inclusion in the database. Marne Lenox, an attorney at the NAACP Legal Defense and Educational Fund, described this system as “criminalizing friendships.”15 Individuals do not receive notification when they are added to the database and there are no clear processes to challenge one’s inclusion in it. The NYPD has not clarified fundamental questions such as how the database is maintained and purged, nor who has access to it. Several organizations have filed public records requests to find out more, which the NYPD has largely evaded.

These grievances are at the heart of the motivation for the POST Act. NYPD’s continual resistance to engage with transparency, denying freedom of information act requests, discovery requests, and legislation, is highly damaging. Lack of transparency impedes civil rights and liberties, but it also undermines public trust. The NYPD’s opacity contributes to a climate of suspicion about what surveillance technology is actually in place and how it is used. When the public eventually learns information about the NYPD’s practices or tactics, it often confirms their worst fears. A notable example are the recent revelations about the NYPD’s quota system that rewarded officers for arresting Black and Latinx residents.16 The NYPD has argued that the public should trust them to use surveillance technologies safely and lawfully,17 but the relationship between communities and the NYPD is not strong.

enough for this approach to be viable. It is advantageous for police-community relations for the NYPD to be more forthcoming about the surveillance technologies it uses, how that use is regulated, and how data is retained, accessed, and applied. The impact assessments mandated by the POST Act offer the opportunity to promote transparency in a way that could significantly build trust across stakeholders and could provide democratic oversight to the public—whose tax dollars pay for these systems and on whose behalf these systems are deployed.

A loss of privacy and a lack of democratic input are not the inevitable outcomes of new technology. It is up to bodies such as the New York City Council to ensure that technological innovation is grounded within public transparency and accountability. The POST Act provides a necessary measure of public disclosure to NYC residents about how they are being surveilled without posing a public security risk. This type of transparency is necessary for a robust discourse about the social utility of surveillance technology.

Thank you for your time.