Good afternoon members of the Committee on Housing and Buildings, Committee on Technology, and the Committee on Consumer Affairs and Business Licensing.

My name is Laura Hecht-Felella. I am a Legal Fellow with the Liberty and National Security Program at the Brennan Center for Justice.

Thank you Chairman Cornegy, Chairman Holden, and Chairman Espinal for holding this hearing and inviting the Brennan Center to testify.

The Brennan Center is a nonpartisan law and policy institute that seeks to improve our systems of democracy and justice. The Liberty and National Security Program in particular focuses on ensuring that government use of new technologies does not violate fundamental rights.

The Brennan Center commends the City Council on its commitment to addressing the growing prevalence of biometric identification technology in New York City. However, we must also express our disappointment that this commitment has not resulted in oversight of the New York City Police Department (“NYPD”).

Meaningful efforts by the City Council to increase transparency of biometric identification technology in New York City must include the NYPD. The NYPD’s expansive arsenal of surveillance technology includes several biometric tools like facial recognition, video analytics, and DNA databases. Attached to my testimony is a chart that the Brennan Center published this morning. It outlines the scope of the NYPD’s surveillance capabilities, referencing documents obtained in Freedom of Information Law litigation and other publicly available information. Our chart identifies several technologies for which the NYPD has failed to provide even basic information about its policies. For many of its biometric tools, like facial recognition, the NYPD has failed to identify whether it has effective safeguards in place to protect New Yorkers’ civil rights and privacy.
Biometric identification technology works by using algorithms to try and identify a person based on distinctive physical or behavioral characteristics. Examples of these characteristics include someone’s fingerprints, DNA, face, gait, or voice.

For all of the possibilities that biometric identification technology poses, the truth is that many of these tools are error-prone and cannot reliably identify large swaths of New Yorkers. In particular, facial recognition technology, which attempts to identify a person based on certain facial characteristics, is currently the focus of nationwide concern. This is because facial recognition threatens to place people at unprecedented levels of surveillance as they move about their daily lives, but studies repeatedly find that the technology cannot reliably identify faces that are not white and male. In particular, facial recognition software has been shown to have large error rates in identifying women, people of color, children, the elderly, and people with disabilities.

In response to these concerns, several cities, including San Francisco, Oakland, and Somerville, have banned facial recognition by city agencies. Other state-wide initiatives proposing partial bans or moratoriums are actively moving forward, including in New York and Michigan. Within this regulatory environment, it is disappointing that the legislation proposed by the City Council does not address the unique concerns raised by the deployment of facial recognition by city agencies such as the NYPD.

It is especially concerning because there is a high risk of abuse. Biometric identification technologies make it possible to covertly monitor multitudes of people in public and private spaces at a low cost. This poses serious implications for our basic liberties, including the right to be free from unreasonable search and seizure, as well as freedom of speech, association, and expression.
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Moreover, biometric identification technology is frequently being utilized in low income communities and communities of color, which are already subject to over surveillance.\(^9\)

The NYPD is one of the largest and most technologically advanced police forces in the United States.\(^10\) Unfortunately, it is not one of the most transparent. The NYPD has historically revealed details about its surveillance technologies only after costly Freedom of Information Law (FOIL) litigation, investigative reporting, or being court ordered.\(^11\) This erodes public trust and can lead to abuses of constitutional rights.

For instance, the Brennan Center was party to a multi-year legal dispute with the NYPD to obtain information about the Department’s use of predictive policing technologies beginning in June 2016.\(^12\) The NYPD denied our initial FOIL request and subsequent appeal, forcing the Brennan Center to file a lawsuit.\(^13\) In 2017, a judge finally ordered the NYPD to produce records about its testing, development, and use of predictive policing tools.\(^14\) However, it took a full year for the NYPD to comply. Concerningly, the records we eventually obtained indicated that the NYPD had no policy in place to explicitly govern the use of predictive policing, or the sharing and retention of the data produced.\(^15\)

In another example, after extensive FOIL litigation, Georgetown Law’s Center on Privacy and Technology obtained records from the NYPD detailing worrying abuse of their facial recognition software. In one striking case, after the technology failed to produce a match for a suspected low-level shop lifter, detectives uploaded an image of similar looking celebrity instead. They sent the resulting matches from a compromised facial recognition analysis to investigating officers, who then used this faulty data to make an arrest.\(^16\)

Similarly, this summer the New York Times reported that the NYPD has been uploading photos of children as young as eleven into its facial-recognition systems.\(^17\) When questioned by reporters, several members of the City Council said they were unaware of the policy.\(^18\) This is because the NYPD does not transparently report on what surveillance technology it is using, its efficacy, or how it stores, analyzes, or shares the information it collects.
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A strong local democracy like New York City requires at least a basic level of information about what its local police are doing and how they are doing it, particularly given New York City’s history of discriminatory stop-and-frisk policies and because reports show NYPD policing continues to target communities of color.

The Public Oversight of Surveillance Technology (POST) Act, introduced by Council Member Vanessa Gibson, would require the NYPD to disclose basic information about the surveillance tools it uses and the existing safeguards to protect the privacy and civil liberties of New Yorkers. The bill is supported by over half the City Council, with twenty-eight co-sponsors and endorsements from the Black, Latino/a, and Asian Caucus and the Progressive Caucus.

The POST Act is carefully drafted to ensure that the NYPD can continue to keep the city safe, while providing policymakers with the information necessary for effective oversight. It requires the NYPD to issue privacy impact reports, like the reports already published by many federal agencies including Department of Homeland Security (DHS) and the Federal Bureau of Investigations (FBI).

Several municipalities, including San Francisco, Oakland, Berkley, and Seattle have passed more stringent bills, including legislation that bars law enforcement from utilizing new surveillance technologies without City Council approval.

Transparency and oversight are essential features of a strong democracy, and the Brennan Center commends the Council for addressing these critical and timely issues. However, it is vital that any legislation requiring transparency on biometric identification technologies also applies to law enforcement.

Thank you again for the opportunity to testify today. I am happy to answer any questions.
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