
          

 
Social Media Monitoring in K-12 Schools:  

Civil and Human Rights Concerns 
 
 

Systems for monitoring students’ social media posts are gaining popularity in K-12 education 
settings.1 Some schools and school districts are turning to social media monitoring as a 
response to the threat of mass shootings.2 Companies are marketing their social media 
monitoring services with claims that they can identify sexual content and drug and alcohol use; 
prevent mass violence, self-harm, and bullying; and/or flag students who may be struggling 
with academic or mental health issues and need help.3 There is limited comprehensive data, 
but available figures, as well as statements from the companies themselves, suggest that 
spending by U.S. school districts on social media monitoring tools has risen substantially in 
recent years.4 However, the claims of effectiveness by companies selling these products are 
largely unproven, and these tools can endanger the very students they are supposed to 
protect.5 Surveilling students’ social media activities raises the following serious privacy, free 
expression, and other civil and human rights concerns that schools, districts, and legislatures 
should safeguard against.6  
 

1. Social media monitoring software for schools is experimental and has 
limited efficacy. 

 

Social media monitoring techniques cannot live up to their claims of preventing violence.7 Most 
social media monitoring software relies on algorithms to analyze posts. These tools are largely 
experimental and have significant technical limitations and accuracy problems.8 Some of these 
tools rely on a predetermined “library” of words or phrases that could indicate potential risks of 
harm.9 However, many words associated with harm (such as “bomb” or “shoot”) are extremely 
common and have meanings that are entirely context-dependent. These types of tools will 
produce many false positives,10 overwhelm schools with information, and subject far too many 
students to unnecessary surveillance given their limited efficacy.11 

 

Machine learning, a type of artificial intelligence in which computers learn to identify patterns 
from examples, may capture slightly more context, but machine learning algorithms are still 
limited to recognizing patterns in the text that they have been trained on. They do not possess 
human-like abilities to interpret the meaning or the intent of the speaker.12 Language use 
evolves quickly on social media—especially among young people—and novel uses of language 
are particularly likely to trip up an algorithm.13 Studies show that social media monitoring 
algorithms tend to err in recognizing humor, sarcasm, and slang, all of which are common on 
social media.14  
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While human review is essential for interpreting human speech, even humans often err in 
understanding the meaning of social media posts. Age, gender, racial, and cultural differences 
can inhibit reviewers’ ability to make sense of social media posts and magnify the risk of 
mistaking a joke for a serious threat.15 These shortcomings suggest that the people best 
situated to accurately interpret others’ posts, and identify possible risks, are peers and other 
community members, who are more likely to have a nuanced interpretation of their peers’ 
posts.16 However, school districts should tread carefully when encouraging students to report 
their peers' social media posts. Students' ability to form trusting and supportive relationships 
with their peers is critical to a healthy school environment.17 Aggressive peer reporting systems 
risk undermining that trust.  
 

2. Resources dedicated to social media monitoring may be best focused 
elsewhere.   

 

Reliance on social media monitoring as a safety measure can divert much-needed resources 
from other school functions that could improve outcomes for all students.18 Because of the 
limited utility of social media monitoring and the risks it poses to students’ rights and health, 
diverting limited education funds to these systems could be detrimental to students and their 
families. Social media monitoring programs also put schools in the difficult position of having to 
monitor and respond to what students are saying off campus. This is a significant burden on 
schools that can detract from their educational mission.  
 

3. Social media monitoring is not a reliable method to predict mass violence. 
 

While tragic, mass shootings are statistically rare.19 Because of the small sample size and the 
complexity of factors surrounding them, they cannot be reliably predicted, especially through 
automated tools. Any efforts to do so would flag a significant number of youth who pose little 
to no risk, causing lasting harm by subjecting innocent students to scrutiny from school 
authorities and potentially law enforcement. 
 

4. Social media monitoring invades students’ privacy. 
 

Monitoring students’ personal social media accounts can intrude upon their privacy, even when 
social media posts are viewable by the public or by a subset of people. Some monitoring 
systems are designed to send any post containing certain words or phrases directly to a school 
administrator.20 While students may expect a teacher, principal, or parent to see an occasional 
public social media post, systematic monitoring is much more invasive. Systematic monitoring 
can reveal sensitive information about a student’s personal life; for example, systems that 
monitor for sexual content may inadvertently out LGBTQ+ students. Often, the objective of 
social media monitoring is not only to surface what students are saying directly but to also infer 
information that they have not directly disclosed, such as their mental health status.21 
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Students face additional privacy risks when schools and districts create and store records noting 
that a social media post was flagged. Many jurisdictions lack policies about how long this data 
can be kept and how it can be used. Even if a student is ultimately cleared of any wrongdoing or 
the post turns out to be a false positive, they could still face negative repercussions if school 
records indicate that they were flagged and assessed. For example, if the data is shared with 
teachers or college admissions officers, it could impact how students are treated in the 
classroom or whether they get into college.   
 

5. Social media monitoring can chill expressive activities that are critical for 
young people’s development. 

 

Reports show that online surveillance stifles expressive activities.22 Because social media 
monitoring is targeted at surveilling speech, it risks dissuading students from expressing 
themselves, particularly when it comes to minority views or unpopular opinions. Because 
students use social media to connect with others, surveillance can also chill the development of 
meaningful relationships or engagement in political organizing.23 Social media monitoring 
programs often focus on detecting possible mental health issues, which could have the 
counterproductive effect of discouraging students from openly discussing mental health or 
reaching out for support on social media. Young people are particularly vulnerable to chilling 
effects, given the unequal balance of power between themselves and authority figures at 
school and elsewhere, and they need breathing space to explore new ideas, develop their sense 
of selves, and learn to participate in a civic society.  
 

6. Social media monitoring can disproportionately burden minority, 
underserved, or vulnerable students. 

 

Overbroad surveillance and harmful chilling effects from social media monitoring are likely to 
have a disproportionate impact on students from minority or vulnerable communities, including 
students of color, immigrant students, students with disabilities, and Muslim students or 
students affiliated with another religious minority.  
 

In the U.S., for instance, students of color are punished at higher rates than white students and 
are punished more severely for less serious infractions; girls of color and students with 
disabilities—particularly those who are also of color—are especially likely to experience 
disproportionate punishment.24 These dynamics are likely to play out in social media 
monitoring as well. Even if software manages to flag white students and students of color at 
equal rates, students of color and Muslim students are at a higher risk of being punished or 
subjected to law enforcement contact based on a flagged post.25  
 

In addition, social media monitoring tools tend to have lower accuracy rates for minority 
speakers, including those who post in languages other than English and those who use 
vernacular associated with a subgroup.26 Even when posts are reviewed by humans, majority 
reviewers are more likely to misunderstand the meaning of posts by minority speakers.27 
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Finally, the chilling effects from social media monitoring may also be amplified for marginalized 
communities. Students who are already at a higher risk for surveillance, punishment, and law 
enforcement contact may be particularly wary of monitoring and may censor themselves 
more.28  
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